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A B S T R A C T   

Purpose: This study aims to combine deep learning features with radiomics features for the computer-assisted 
preoperative assessment of meningioma consistency. 
Methods: 202 patients with surgery and pathological diagnosis of meningiomas at our institution between 
December 2016 and December 2018 were retrospectively included in the study. The T2-fluid attenuated 
inversion recovery (T2-Flair) images were evaluated to classify meningioma as soft or hard by professional 
neurosurgeons based on Zada’s consistency grading system. All the patients were split randomly into a training 
cohort (n = 162) and a testing cohort (n = 40). A convolutional neural network (CNN) model was proposed to 
extract deep learning features. These deep learning features were combined with radiomics features. After 
multiple feature selections, selected features were used to construct classification models using four classifiers. 
AUC was used to evaluate the performance of each classifier. A signature was further constructed by using the 
least absolute shrinkage and selection operator (LASSO). A nomogram based on the signature was created for 
predicting meningioma consistency. 
Results: The logistic regression classifier constructed using 17 radiomics features and 9 deep learning features 
provided the best performance with a precision of 0.855, a recall of 0.854, an F1-score of 0.852 and an AUC of 
0.943 (95 % CI, 0.873–1.000) in the testing cohort. The C-index of the nomogram was 0.822 (95 % CI, 
0.758–0.885) in the training cohort and 0.943 (95 % CI, 0.873–1.000) in the testing cohort with good calibra
tion. Decision curve analysis further confirmed the clinical usefulness of the nomogram for predicting menin
gioma consistency. 
Conclusions: The proposed method for assessing meningioma consistency based on the fusion of deep learning 
features and radiomics features is potentially clinically valuable. It can be used to assist physicians in the pre
operative determination of tumor consistency.   

1. Introduction 

Worldwide, meningioma is one of the most common intracranial 
brain tumors [1]. Current therapeutic options for treating meningiomas 
mainly include surgery, radiotherapy and chemotherapy. For asymp
tomatic meningiomas, routine follow-up is preferable for small tumors 
with a suggested cutoff of 3 cm [2]. For meningiomas with large size or 
invasive manifestations, surgery is chosen as the first-line treatment. 
Before surgery, a comprehensive plan must be made by a group of 

neurosurgeons and neuroradiologists, including the patient’s clinical 
information, tumor features, surgery-related factors, etc. [2]. 

Meningioma consistency, defined as the mechanical firmness of the 
tumor tissue, is extremely important for selecting the surgical approach 
and evaluating the prognosis [3–5]. Soft tumors can be removed by 
cutting and aspiration. It is more difficult to remove hard tumors, 
especially skull base meningiomas, which are associated with complex 
and critical neural and vascular structures. Surgery of hard tumors re
quires additional instruments, such as ultrasonic aspiration and 
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electrophysiological monitoring [6]. Consequently, a comprehensive 
and accurate preoperative prediction of meningioma consistency can 
greatly facilitate appropriate surgical planning. Currently, the main 
method for predicting the consistency of an intracranial tumor is to use 
magnetic resonance sequences, including conventional magnetic reso
nance imaging (MRI), magnetic resonance spectroscopy (MRS) and 
magnetic resonance elastography (MRE). The conventional MRI scan
ning sequences for meningioma include T1-weighted imaging (T1WI), 
T2-weighted imaging (T2WI), T1-weighted contrast-enhanced imaging 
(T1C), T2-Flair and diffusion-weighted imaging (DWI). The T2-Flair 
sequence is indispensable for central nervous system scanning, which 
effectively suppresses high signal in the cerebrospinal fluid to obtain 
better tissue contrast. It is beneficial for the detection of brain lesions. 
Fig. 1 shows T2-Flair slices containing hard meningiomas and soft me
ningiomas. It is difficult to distinguish the consistency of the tumor with 
the human eyes directly from the original MRI slices. A few papers have 
described the correlation between the meningioma consistency and the 
signal intensity of T2WI or T2-Flair. For example, the ratio between the 
signal intensity of the tumor and that of the healthy grey matter of the 
brain can be used to predict meningioma consistency. However, the 
validity of such a prediction is still controversial [1,4,5,7–10]. The 
apparent diffusion coefficient (ADC) value of DWI is also correlated with 
tumor consistency. Our previous study suggested that tumor consistency 
correlates with the ratio of ADC values between pituitary adenoma and 
normal brain tissue, and the ADC ratio decreases with increasing 
collagen content and predicts hard consistency of tumors for ADC <
1.077 [11]. 

Radiomics performs an automated high-pass extraction of large 
amounts of quantitative features from medical images [12]. Applying 
machine learning techniques, researchers can use these radiomics fea
tures to build predictive models and analyze massive image features. In 
the past few years, many radiomics models have been proposed for 
classification [13], staging [14] and survival prediction of tumors [15]. 
More recently, some studies have employed radiomics techniques to 
solve the meningioma consistency prediction problem with good results 
[16–18]. Most radiomics features are manually defined [19], including 
intensity, shape, texture and wavelets. The number of radiomics features 
can reach tens of thousands with good interpretability. However, these 
features are usually shallow and low-order image features, which limit 
the effectiveness of radiomics [20]. 

In recent years, deep learning techniques have been widely used in 
the field of medical image analysis. Unlike radiomics techniques, CNN 
models used in deep learning methods extract convolutional feature 
maps [21]. Convolutional kernels of CNN models can capture the deep 
features of tumors by acting on different regions. 

Deep learning features have proven to be an effective complement to 
radiomics features, yielding good results on a variety of clinical issues 
for diagnosing soft-tissue tumors [22], malignant nodules [23] and 
glioblastoma multiforme [20]. However, the prediction of meningioma 
consistency based on the fusion of radiomics features and deep learning 
features has not been reported. 

Deep networks may not necessarily be omnipotent solutions. They 

usually rely on massive data for training network parameters. The 
insufficient amount of data may limit the deep network performance in 
the medical image analysis domain. We designed a shallow CNN ar
chitecture and trained it using a collection of T2-Flair images. Features 
were extracted from the last fully connected hidden layer of the pro
posed CNN architecture and then fused with the radiomics features to 
construct the classifiers. 

This study seeks to integrate deep learning features with radiomics 
features to facilitate the computer-assisted preoperative evaluation of 
meningioma consistency. In our method, deep learning features were 
extracted using a self-defined CNN model. To validate the effectiveness 
of our feature fusion strategy, we compared the approach with several 
different feature combination methods. 

2. Material and methods 

2.1. Study participants 

Our institutional review board approved the research protocol in this 
retrospectively study and waived formal informed consent. All the cases 
underwent data masking and were numbered before the experiment. 
Fig. 2 depicts the overall experimental design of this study. Between 
December 2016 and December 2018, 295 patients suspected of having 
meningiomas with clinical manifestations underwent MRI before sur
gery at our institution. After surgery, the same neurosurgeon with the 
experience of 15 years promptly formed a surgical record. The inclusion 
criteria were as follows: (1) pathologically confirmed meningioma; (2) 
complete T2-Flair images and surgical records (must include a clear 
description of the consistency); (3) no history of meningioma treatment 
before surgery. The exclusion criteria were as follows: (1) poor image 
quality, incomplete surgical records; (2) history of meningioma-related 
treatment; (3) other intracranial tumors or other diseases. 61 cases 
without complete surgical records, 22 cases receiving meningioma- 
related treatments, and 10 with poor-quality images were excluded. In 
total, 202 patients were screened for this study. 

All the cases were split randomly into a training cohort (n = 162) and 
a testing cohort (n = 40) on the patient level. The training set was used 
for feature selection, hyperparameter optimization, model training, 
model validation. The testing set was only used to evaluate the models’ 
performance. 

2.2. Meningioma consistency assessment 

After surgery, the same neurosurgeon assessed the meningioma 
consistency according to Zada’s consistency grading system, according 
to the following grading criteria: (1) extremely soft tumor, internal 
debulking by suction only; (2) soft tumor, internal debulking mostly by 
suction, and remaining fibrous strands resected with easily folded 
capsule; (3) average consistency, the tumor cannot be freely suctioned 
and requires mechanical debulking, and the capsule then fold with 
relative ease; (4) firm tumor, high degree of mechanical debulking 
required, and capsule remains difficult to fold; (5) extremely firm, 

Fig. 1. Example images containing meningiomas of different consistency in T2-Flair images: (a) and (b) show slices containing hard meningiomas, (c) and (d) show 
slices containing soft meningiomas. 
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calcified tumor, approaches the density of bone, and capsule does not 
fold [24]. We reviewed surgical records and classified these cases as soft 
(1–2 grade, aspiration removal) and hard (3–5 grade, non-suckable, 
requiring scissors or ultrasonic tumor devices). 

2.3. Data acquisition and tumor annotation 

All MRI images were scanned using two 3.0-Telsa MRI scanners with 
32-channel head coils: (1) DISCOVERY MR750W; G.E., Milwaukee, MI, 
USA, and (2) MAGNETOM Verio; Siemens Healthcare, Germany. The 
T2-Flair sequence was acquired with the following parameters: repeti
tion time (TR) = 8000–9000 ms; echo time (TE) = 94–150 ms; matrix =
358 × 512; excitation = 2; field of view (FOV) = 240 × 240 mm; 
bandwidth = 122 Hz/pixel; slice thickness = 3 mm; slice number = 16. 

Regions of interest (ROIs) were manually outlined slice by slice on 
T2-Flair sequences by two radiologists with six-year experience using 
ITK-SNAP software (version 3.8.0, https://www.itksnap.org) respec
tively and the intersection was taken as the final result. The results were 
exported as a zip archive in NII format. The physicians were unaware of 
the clinical findings. 

2.4. Radiological evaluation 

Radiological semantic features (tumor visual characteristics) were 
assessed after the negotiation by 2 radiologists with six-year neurora
diological experience who were blinded to clinical information and 
histopathological diagnosis. These semantic features included maximum 
diameter, irregular shape, cystic composition, necrosis or hemorrhage, 
bone invasion and peri-tumoural edema. 

2.5. Radiomics features extraction 

All radiomics features were obtained by the Pyradiomics 3.0.1 [25], 
which is an open-source python package for extracting radiomics fea
tures from medical images. As our data were acquired using two 
different MRI scanners, some pre-processing steps were conducted on 
these images before feature extraction. Image intensities were first 
normalized to 0–100. Since radiomics features extracted from images 
were voxel-based, the images were then resampled to the same resolu
tion (3 × 3 × 3 mm) using cubic b-spline to ensure isotropy. In addition, 
a 5 bin width and 300 voxel array shift were set to these images. 

Six types of features were extracted from both original and derived 
images (wavelet and Laplacian of Gaussian (LoG)), including 3D-based 
shape features, first-order statistics, grayscale co-occurrence matrix 

Fig. 2. The flowchart of our study. DB-CFCNN: the dual-branch architecture with central focused pooling layer; RF: random forest; SVM: support vector machine; BN: 
Bayesian network; LR: logistic regression. 
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(glcm), grayscale run length matrix (glrlm), grayscale size zone matrix 
(glszm) and grayscale dependence matrix (gldm). The wavelet filters 
consisted of various combinations of high-pass and low-pass filters in 
three dimensions, namely LLH, LHL, LHH, HLL, HLH, HHL, HHH. 
Furthermore, the sigma values for LoG were set at 3.0 and 5.0. A total of 
1076 features were involved in our study. Details about the extraction 
and description of involved radiomics features can be found in the 
Pyradiomics documentation (https://pyradiomics.readthedocs.io). 

2.6. Deep learning feature extraction 

T2-Flair images used in our study were divided into a training cohort 
(n = 162) and a testing cohort (n = 40) on the patient level. Such a 
training set was rather small for training a CNN. For each case in the 
training cohort, we selected all slices labeled as tumors and performed a 
data augmentation operation. After data augmentation, the number of 
T2-Flair images used for training and validating was 3032. For each case 
in the testing cohort, we selected all slices labeled as tumors for inclu
sion. We adopted stratified sampling, where 80 % of the training cohort 
was selected for training and the remaining 20 % was used for valida
tion. It was guaranteed that slices of each case would not appear in both 
the training and validation sets. A rectangular box covering the tumor 
area was taken per slice. The length and width of the rectangular box 
were equal to ensure that the tumor shape did not change when the 
image was resized. Meningioma images used in this study were gray
scale images, and we first normalized the grayscale values of these im
ages to 0–255. Since the grayscale values of the tumor and surrounding 
tissues did not differ much, we used histogram equalization to enhance 
the contrast of the tumor and better show the inhomogeneous texture 
inside the tumor. 

We designed the CNN architecture employed in our study using 
PyTorch 1.2. Fig. 3 shows the flowchart of our CNN Architecture. It has a 
dual-branch architecture, where adaptive max pooling is used in one 
branch to process the input. The texture information of the tumor is 
retained, which is closely related to the consistency of the tumor. The 
other branch consists of a normal convolutional layer (using convolu
tion + batch normalization (BN) + LeakyReLU structure, called conv 
block) and a central focused pooling layer [26]. This CNN architecture is 
named DB-CFCNN. Its conv block uses the small receptive field of the 3 
× 3 convolution kernel to maintain the sensitivity of local features. The 
center-focused pooling layer is helpful to largely eliminate irrelevant 
edge features of the patch while preserving the central features at the 
same time. The splicing operation occurs after obtaining the same size 
output (20 × 20) from both branches. The information from both 
branches is integrated using the conv block and the center-focused 
pooling. 

Two fully connected layers are used in the classification layer, with 
output dimensions of 500 and 2. Outputs of the DB-CFCNN model are 
meningioma consistency predictions (hard or soft). 

2.7. Parameter settings and implementation details 

DB-CFCNN training details are elaborated in this section. For the 
input image size, we employed bicubic interpolation to resize the tumor- 
containing slices, which varied in size from 100 to 21,316 pixels, to 80 
× 80. Multiple experiments were conducted using different input image 
sizes, and it was determined that the most optimal results were achieved 
when utilizing the dimension of 80 × 80. The total number of epochs for 
training was set to 300. The initial value of the learning rate was set to 
0.01, which was adaptively adjusted using the ReduceLROnPlateau 
method. Stochastic gradient descent (SGD) was used as the optimizer. 
We experimented with various batch sizes (8/16/32). A batch size of 32 
gave the best result. Our experiment was performed on a PC workstation 
with a Linux operating system. The deep learning networks were 
implemented using PyTorch 1.2. 

2.8. Feature selection and establishment of classification model 

After feature extraction, 1076-dimensional radiomics features were 
fused with 500-dimensional deep learning features. We standardized 
1576-dimensional features for each patient on the training set, and then 
applied standardized parameters to the testing set. To remove redundant 
features, we performed the following feature selection steps on the 
training set. 

First, as feature extraction relies on tumor regions manually outlined 
by physicians, the dataset underwent retesting analysis. Each tumor was 
independently segmented by two radiologists with six-year experience, 
so the consistency of the extracted features was assessed by the intra
class correlation coefficient (ICC) [27]. Features with ICC ≥ 0.85 were 
robust. 

Second, selected features were interclass compared using T-test 
(normally distributed) or Mann-Whitney U test (skewed distribution). 
Features with p-values less than 0.05 were selected for further analysis. 

Finally, LASSO was used to search for the optimal combination of 
features. Tenfold cross-validation was performed to search the model’s 
optimal hyperparameter alpha (α). 

Features with non-zero coefficients were screened to construct our 
machine learning classifiers RF, SVM, BN and LR. The training methods 
for the classifiers were grid search and ten-fold cross-validation to make 
the model more credible. Precision, recall, F1-score and AUC were used 
as evaluation metrics in our assessment for internal testing. For assessing 
the necessity of different types of features on the model, we also built 

Fig. 3. The architecture of DB-CFCNN. After training the model, 500 features from the fully connected layer were extracted as deep learning features.  
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clinical features-only model, radiomics features-only model, deep 
learning features-only model and a model that integrated all three types 
of features. 

2.9. Signature calculation and nomogram construction 

After feature selection, features with non-zero coefficients were 
constructed as the signature. The signature for each patient can be 
calculated by a linear combination of selected features multiplied by 
their respective non-zero coefficients. 

A nomogram was built utilizing the signature. The performance of 
the nomogram was validated using the C-index, calibration curve and 
decision curve analysis (DCA). The C-index served to measure the like
lihood of concordance between predicted and actual outcomes. The 
calibration curve was used to estimate the goodness of fit. The DCA 
evaluated the clinical utility of the nomogram by quantifying the net 
benefit at different threshold probabilities. 

2.10. Statistical analysis 

Statistical analysis was performed using statistical software, SPSS 
version 26.0, IBM, China. When analyzing the baseline clinical infor
mation and radiological semantic features of the patients, we performed 
unpaired t-test for continuous variables including age, maximum 
diameter and Ki-67 value to identify their correlations with meningioma 
consistency. A p-values < 0.05 was considered statistically significant. 
We applied the Chi-Square test or Fisher’s exact probability test to 
search for correlations of discrete variables and categorical variables, 
including sex, tumor location, WHO grade, irregular shape, cystic 
composition, necrosis or hemorrhage, bone invasion, peri-tumoural 
edema and pathological classification. In the feature selection phase, 
radiomics features and deep learning features were compared using T- 
test (normally distributed) or Mann-Whitney U test (skewed 
distribution). 

3. Results 

3.1. Patient characteristics 

The mean (±SD) age of the 202 patients was 55.03 ± 11.41 years and 
females accounted for 74.8 %. According to Zada’s consistency grading 
system, 97 cases (26 men, 71 women; mean age, 53.53 years ± 12.36 
[SD]) were labeled as “Soft” and 105 cases (25 men, 80 women; mean 
age, 55.90 years ± 10.80) as “Hard”. After data division, the training set 
consisted of 162 cases, comprising 80 soft cases and 82 hard cases. The 
testing set included 40 cases, consisting of 17 soft cases and 23 hard 
cases. The baseline clinical information and radiological semantic fea
tures of patients were summarized in Table 1. Six clinical factors were 
outlined including age, sex, tumor location, the WHO grade, Ki-67 value 
and pathological classification. Meningioma consistency was associated 
with the WHO grade (p = 0.003) and Ki-67 value (p = 0.007). For 
radiological semantic features, there was a significant difference in the 
maximum diameter of meningioma between soft tumors (3.83 ± 1.52) 
and hard tumors (3.41 ± 1.40) (p = 0.04). The distribution of these 
features in both the training and testing sets can be found in Supple
mental Table 1. 

3.2. Feature selection and signature construction 

The largest tumor slice of T2-Flair images was selected and fed into 
the well-trained DB-CFCNN to extract a total of 500 deep learning fea
tures. These deep learning features were fused with 1076 radiomics 
features. After a three-step feature selection, 26 features with non-zero 
coefficients were filtered using LASSO to construct the signature. The 
selected features and corresponding coefficients are displayed in Fig. 4. 
The coefficients of features are provided in Supplemental Table 2. 

3.3. Selection of machine learning classifier 

We trained four machine learning classifiers using the 26 features in 
Fig. 4. Table 2 evaluates the diagnostic value of various machine 

Table 1 
Clinical and radiological semantic features of patients.   

Soft Hard p-value 

Patient count 97 105  
Age (mean ± SD) 53.53 ± 12.36 55.90 ± 10.83  0.148  

Sex 
Male 26 25  0.625 
Female 71 80   

Location 
Cerebral convexity 39 43  0.355 
Skull base 11 11  
Sphenoid 4 14  
Cerebellopontine angle 5 9  
Parasagittal 6 4  
Petroclival 5 3  
Tentorium 5 3  
Sellar 4 3  
Falx 3 3  
Foramen magnum 2 3  
Parasellar 3 0  
Cerebellar convexity 5 1  
Lateral ventricle 2 4  
Anterior clinoid process 1 2  
Tuberculum sellae 2 1  
Orbital 0 1   

WHO grade 
1 84 103  0.003 
2 12 2  
3 1 0  
Ki-67 value (%) 3.29 ± 2.46 2.50 ± 1.48  0.007  

Pathological classification 
Atypical 9 2  0.126 
Secretory 1 1  
Transitional 2 4  
Chordoid 3 0  
Anaplastic 1 0  
Psammomatous 0 1  
Epithelial 44 52  
Microcystic 0 1  
Fibrous 33 37  
Angiomatous 4 7  
Maximum diameter (cm) 3.83 ± 1.52 3.41 ± 1.40  0.04  

Irregular shape 
Regular 53 70  0.08 
Irregular 44 35   

Cystic composition 
Yes 14 15  0.976 
No 83 90   

Necrosis or hemorrhage 
Yes 4 8  0.294 
No 93 97   

Bone invasion 
Yes 22 32  0.211 
No 75 73   

Peri-tumoural edema 
Yes 45 53  0.562 
No 52 52   
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learning classifiers (RF, SVM, BN and LR) for tumor consistency. None of 
them showed overfitting during training. For logistic regression on the 
testing set, the AUC was 0.943 (95 % CI, 0.873–1.000), the precision was 
0.855 and the recall was 0.854. We chose LR classifier for the subsequent 
analysis. 

3.4. Comparison of models using different types of features 

To validate the best combination of features, we also built clinical 
factor-only model (using the maximum diameter), radiomics features- 
only model, deep learning features-only model and a model that inte
grated all three types of features. 

Our testing set was used to evaluate the models, and the results are 
outlined in Table 3. In all approaches, 9 DB-CFCNN’s deep learning 
features and 17 radiomics features demonstrated the best performance, 
which provided the best precision of 85.5 % and the best AUC of 0.943 
(95 % CI, 0.873–1.000). The comprehensive classification model 
incorporating maximum diameter, 9 deep learning features, and 17 
radiomics features offered a precision of 74.3 % (AUC 0.737). 

3.5. Nomogram establishment and validation 

Comparing the feature fusion approaches in Table 3, we chose the 
model with the highest AUC to construct the nomogram. The nomogram 
can be used to assist the surgeon to predict the meningioma consistency. 

We calculated the radiomics scores of Fig. 1(a) and (c). As shown in 
Fig. 5(a), Fig. 1(a) had a radiomics score of − 0.203, which corresponded 
to a probability of less than 20 % of soft consistency. Thus, the menin
gioma consistency was predicted to be hard. Fig. 1(c) had a radiomics 
score of 0.329, the total points were about 71, corresponding to a 
probability of more than 90 % of a soft meningioma. Fig. 5(b) and Fig. 5 
(c) showed the calibration curves on training and testing sets. The 
calibration curve showed good agreement between the proposed 
nomogram and meningioma consistency prediction. The C-index was 
0.822 (95 % CI, 0.758–0.885) in the training cohort and 0.943 (95 % CI, 
0.873–1.000) in the testing cohort, indicating favorable discrimination. 
Furthermore, the comparison of models employing different types of 
features was conducted using DCA, as depicted in Fig. 6. The nomogram 
had a high overall net benefit over most reasonable threshold proba
bility ranges. This can greatly facilitate the application of the model in 
clinical settings. 

4. Discussions 

Meningioma is one of the most common intracranial brain tumors 
[1]. Accurate preoperative assessment of meningioma consistency is 
important for planning surgical access, resection modality and prog
nostic evaluation. Soft tumors can be removed by cutting and aspiration. 
It is more difficult to remove hard tumors, especially skull base 

Fig. 4. The selected features and corresponding coefficients. Rows 1 to 17 are radiomics features and 18–26 are deep learning features (Deep learning features are 
indexed from 1 to 500). 

Table 2 
Performance comparison of different classifiers (testing set). The features used 
are 9 deep learning features extracted from DB-CFCNN and 17 radiomics 
features.  

Classifiers Precision Recall F1 score AUC (95 % CI) 

RF  0.817  0.780  0.787 0.798 (0.732–0.866) 
SVM  0.776  0.756  0.759 0.766 (0.700–0.830) 
BN  0.843  0.756  0.749 0.783 (0.723–0.854) 
LR  0.855  0.854  0.852 0.943 (0.873–1.000) 

Notes: The value of AUC is reported by 95 % confidence interval (CI) in the 
bracket. 

Table 3 
Performance comparison of different feature fusion approaches (testing set). All 
these approaches use LR classifier.  

Feature types Performance 

CF RADF DLF Precision Recall F1-score AUC 

√    0.600  0.529  0.563 0.701 (0.630–0.752)  
√   0.729  0.683  0.726 0.768 (0.718–0.840)   

√  0.705  0.705  0.705 0.766 (0.716–0.840)  
√ √  0.855  0.854  0.852 0.943 (0.873–1.000) 

√ √ √  0.743  0.732  0.734 0.737 (0.690–0.822) 

Notes: CF, clinical feature; RADF, radiomics features; DLF, DB-CFCNN’s deep 
learning features. 
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meningiomas, which require additional instruments. The main method 
for predicting meningioma consistency is to use magnetic resonance 
sequences. Some papers have described the correlation between the 
meningioma consistency and the signal intensity of MRI [1,4,5,7–9]. A 
few studies have used radiomics to predict meningioma consistency 
[17]. To the best of our knowledge, this study presents the first attempt 
to introduce deep learning features to assess meningioma consistency. 

In our study, the patient’s baseline clinical information and radio
logical semantic features were used to analyze the potential relationship 
with consistency. There were significant correlations between menin
gioma consistency and the WHO grade (p = 0.003), Ki-67 value (p =
0.007) and maximum diameter (p = 0.04). In our dataset, high-grade 
meningiomas (2, 3) made up a larger proportion of soft tumors (13.4 
%) than hard meningiomas (1.9 %). The mean (±SD) Ki-67 value for soft 

meningioma was 3.29 ± 2.46 and for hard meningioma was 2.50 ±
1.48. And there was a significant difference in the maximum diameter of 
meningioma between soft tumors (3.83 ± 1.52) and hard tumors (3.41 
± 1.40). Epithelial meningiomas with a cellular component are softer, 
while fibrous and calcified meningiomas are harder, such as fibrous 
meningiomas and psammomatous types. Our study showed that soft 
meningiomas had a higher WHO grade and a larger Ki-67 value. High Ki- 
67 means that the tumor cells are more proliferative, faster growing, 
more aggressive and more likely to develop distant metastases [28]. 
Therefore, we speculate that soft meningiomas have a faster growth rate 
and larger maximum diameter. In addition, the consistency of menin
gioma may be potentially related to the likelihood of necrosis, which 
will be investigated in follow-up work. The WHO grade and Ki-67 value 
are pathological diagnostic findings, so we did not include these two 

Fig. 5. (a) The nomogram for predicting the meningioma consistency. The blue line and the red line provide illustrative examples. The blue line represents a hard 
meningioma (Fig. 1(a)), and the red line represents a soft meningioma (Fig. 1(c)). The two small images next to the two MRI slices show the tumor area after contrast 
enhancement. (b)(c) Calibration curves of the nomogram for the training set and testing set. In a well-calibrated model, its predictions should fall on a 45-degree 
diagonal line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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factors in the classification model construction. A precision of 60.0 % 
(AUC 0.701) was obtained using the maximum diameter only to 
construct the classification model. After adding this feature to deep 
learning features and radiomics features, there was no better perfor
mance in AUC, resulting in 0.737 (95 % CI, 0.690–0.822) in the testing 
set. 

DB-CFCNN was designed as a feature extractor to extract deep 
learning features of tumors. As shown in Table 3, the combination of 9 
DB-CFCNN’s deep learning features and 17 radiomics features per
formed best than other feature combination approaches, (precision 85.5 
%, AUC 0.943), indicating the potential advantages of the combination 
of deep learning features and radiomics features. As shown in Fig. 5, the 
nomogram established by the 26 features showed satisfactory predictive 
performance across the meningioma consistency in both the training set 
(C-index: 0.822) and testing set (C-index: 0.943) with good calibration. 
Deep learning features reflect higher-order imaging modalities and 
capture more information about the tumor. They are usefully comple
mentary to radiomics features in the consistency prediction of menin
giomas. The scheme combining deep learning features and radiomics 
features to predict meningioma consistency has significant advantages. 

Among the 26 features selected, the radiomics feature “wavelet- 
LLH_glszm_SmallAreaEmphasis” contributed more to the signature 
construction. Small Area Emphasis (SAE) is a measure of the distribution 
of small-size zones, with a greater value indicative of smaller-size zones 
and more fine textures. The deep learning feature “280″ also provided a 
large coefficient. But it is hardly explainable and corresponds to differ
ences between various disease phenotypes that are not visible to the 
human eye. 

Our approach makes use of features extracted from T2-Flair se
quences. T2-Flair suppresses the signal of free water, and its signal in
tensity can reflect the amount of bound water. It has been suggested that 
soft tumors contain more bound water compared to normal brain tissue 
or hard tumors [1]. In contrast, harder tumors have more collagen and 
less bound water, so harder tumor regions show a lower signal on T2- 
Flair. Therefore, T2-Flair sequences can better highlight the features of 

tumors with different consistency. 
Despite our promising experimental results, this study still has 

several limitations. First, our method can be applied to T2-Flair se
quences without requiring additional specific imaging parameters. It 
may be more practical to implement. However, when dealing with im
ages of other MRI modalities, images with different imaging parameters 
may not be accurately identified by our DB-CFCNN model pre-trained 
using T2-Flair sequences. This problem could be solved by fine-tuning 
the network using new datasets in the future. Second, the clinical pa
tient dataset used in this study was obtained from the same institution 
and was small. Multicenter studies are needed for further evaluation and 
more patients and hospitals shall be involved. The model’s generaliza
tion ability will also be comprehensively evaluated using a large dataset 
in our future work. Third, since no 3D input was used when training the 
DB-CFCNN model, it cannot perceive 3D features. Fourth, the inter
pretability of deep learning features was not yet studied. The potential 
correlation between deep learning features and meningioma consistency 
needs to be explored more deeply. Fifth, this study is based on single- 
modality MRI. In the future investigations, we plan to expand our ex
periments by incorporating multimodal MRI along with MRE. Finally, 
our study requires tumor images manually annotated at the pixel level 
by physicians. The manual annotation requires a significant upfront 
human investment to produce the dataset for the experiment. In such a 
way, large datasets used for training and testing are very difficult to 
build because of the non-uniform standards for tumor image data 
annotation, the small amount of annotated data, and the excessive dif
ficulty of manual annotation. End-to-end weakly supervised learning is 
also a direction for future research. An additional consideration lies in 
the heterogeneity of meningiomas. While surgical records lack detailed 
descriptions regarding the consistency of different regions within the 
tumor, acquiring a larger collection of 3D images and more compre
hensive descriptions of tumor consistency is imperative for future 
investigations. 

The proposed method for assessing meningioma consistency based 
on the fusion of deep learning features and radiomics features is 

Fig. 6. DCA of models constructed with different feature combinations. The horizontal coordinate is the threshold probability, and the vertical coordinate is the net 
benefit. The All curve is an intervention for all. The None curve is an intervention for none. 
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potentially clinically valuable. We will further evaluate and validate our 
approach and integrate it into clinical applications to provide preoper
ative guidance to physicians. 
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